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Abstract—Extending serverless computing to the edge has
emerged as a promising approach to support service, but startup
containerized serverless functions lead to the cold-start delay.
Recent research has introduced container caching methods to
alleviate the cold-start delay, including cache as the entire
container or the Zygote container. However, container caching
incurs memory costs. The system must ensure fast function
startup and low memory cost of edge servers, which has been
overlooked in the literature. This paper aims to jointly optimize
startup delay and memory cost. We formulate an online joint
optimization problem that encompasses container scheduling
decisions, including invocation distribution, container startup,
and container caching. To solve the problem, we propose an
online algorithm with a competitive ratio and low computational
complexity. The proposed algorithm decomposes the problem into
two subproblems and solves them sequentially. Each container
is assigned a randomized strategy, and these container-level
decisions are merged to constitute overall container caching
decisions. Furthermore, a greedy-based subroutine is designed
to solve the subproblem associated with invocation distribution
and container startup decisions. Experiments on the real-world
dataset indicate that the algorithm can reduce average startup
delay by up to 23% and lower memory costs by up to 15%.

Index Terms—Serverless computing, zygote container, schedul-
ing, online optimization.
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I. INTRODUCTION

EXTENDING serverless computing [1], [2], [3] to edge
computing [4], [5] represents a promising approach to

support service. As an innovative Function-as-a-Service (FaaS)
paradigm, serverless computing attains scalability by decom-
posing a complex monolithic application into smaller container-
ized functions [6]. In this paradigm, as illustrated in Fig. 1, when
the serverless functions are invoked, ❶ they are first distributed
to suitable edge servers. Subsequently, ❷ the corresponding
containers are started up to host and execute functions. After
execution, ❸ the containers become idle and are recycled1 to
conserve hardware resources [8]. However, the startup of con-
tainerized functions entails numerous initialization operations,
leading to the well-known problem of cold-start delay [9], [10].
Statistics substantiate that cold-start delay varies from a few
hundred milliseconds to a few seconds, comparable to the func-
tion execution duration [11], [12]. Consequently, reducing the
cold-start delay in serverless computing is critically significant.

Many existing works use caching methods to reduce the
cold-start delay [13], [14]. They cache the entire idle container
(① in Fig. 1) for serving the subsequent function invocations,
which incurs negligible warm-start delay. However, it results in
significant memory consumption, which is detrimental to the
comparative resource limitations of the edge servers. Recent
works reduce memory consumption by caching as the Zygote
containers [15], [16] (② in Fig. 1). The Zygote2 is a special
container that pre-imports public packages shared among cer-
tain containers, thus reducing memory consumption compared
to caching the entire container. Moreover, Zygotes can serve as
“parent containers” for these containers. When a function is in-
voked, the container starts up by importing the required private
packages onto the Zygote instead of starting from scratch. This
approach effectively accelerates the startup process compared
to cold-start.

However, it is not prudent to indiscriminately replace other
container caching options with Zygotes. As shown in Fig. 1,
different container caching decisions impact subsequent deci-
sions regarding invocation distribution and container startup:

1From the perspective of container caching, recycling is equivalent to
choosing ③ not-cache. Recycle is equivalent to kill and destroy, as used in
some papers [7].

2Notably, in contrast to the container, the Zygote can not directly host func-
tion. This paper refers to the Zygote container as “Zygote” for introductory
purposes.
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Fig. 1. Container scheduling to optimize startup delay and memory cost.

① Cache: The entire container is cached, which incurs neg-
ligible warm-start delay for subsequent invocation but at the
expense of substantial memory consumption [12]; ② Cache
as the Zygote: This incurs a relatively small help-start delay
(inevitable delay to import private packages) for subsequent
invocation but involves consuming memory resources [16]; ③
Not-cache: The container is recycled, which has no memory
consumption but at the cost of significant cold-start delay for
subsequent invocation. If the subsequent invocation arrives at
short intervals (e.g., t1 in Fig. 1), caching the entire container
emerges as the preferred decision as it can bring negligible
warm-start delay and small memory cost. Memory cost refers
to the product of memory consumption and duration, which
can be regarded as the price the system pays for reserving
the idle containers and the Zygotes in return for accelerating
the startup for subsequent invocations. Conversely, in another
situation (e.g., t2 in Fig. 1), not-cache is more advantageous due
to the substantial memory costs associated with caching over
a long duration. Therefore, appropriate container scheduling
decisions are required to ensure fast function startup and low
memory cost of the edge servers [17], [18], which has been
overlooked in the literature.

To fill in such gaps, this paper aims to optimize startup
delay and memory cost jointly by formulating and solving an
online joint optimization problem. The objective of the opti-
mization problem is to make container scheduling decisions
to minimize startup delay and memory cost. These decisions
include invocation distribution, container startup, and container
caching. However, solving this problem is challenging due to
the following reasons. First, considering the online nature of
this problem, decisions must be made without prior knowledge
of future function invocation patterns. Second, the complexity
of decision variables and constraints makes solving it as a whole
incur high computational costs. All these challenges contribute
to the complexity of the optimization problem.

To solve the problem, this paper proposes an Online Con-
tainer Scheduling (OCS) algorithm. OCS decomposes the prob-
lem into two subproblems to reduce its complexity: 1) De-
termining invocation distribution and container startup based
on the available containers; 2) Determining container caching
decisions. We analogize the container caching for a single

container to the complex variant of the ski rental problem [19],
[20], [21]. Then, a randomized strategy of a single container is
proposed without prior knowledge of future function invocation
patterns. The caching decisions are made based on the ran-
domized strategy. OCS merges these container-level decisions
to constitute overall container caching decisions. Afterward, a
greedy-based subroutine is designed to solve the subproblem
associated with invocation distribution and container startup
decisions. OCS has theoretically guaranteed performance and
low computational complexity compared to existing work. To
illustrate its effectiveness, a rigorous analysis is conducted to
prove the OCS’s competitive ratio and computational complex-
ity. Moreover, experiments are conducted based on the real-
world dataset. The experimental results illustrate the superior
performance of the OCS. Our contributions can be summarized
as follows:

• This paper aims to optimize startup delay and memory cost
jointly. We formulate an online joint optimization problem
concerning the container scheduling.

• To solve the problem, this paper proposes an OCS al-
gorithm with a competitive ratio and low computational
complexity. OCS decomposes the problem into two sub-
problems and solves them sequentially.

• Experiments are carried out based on the real-world
dataset. OCS can reduce up to 23% of the average startup
delay and up to 15% of the memory cost.

The remainder of the paper is organized as follows. Section II
reviews related work. Section III details the system model and
problem formulation. Sections IV and V present the randomized
strategy and the online algorithm, respectively. Section VI eval-
uates performance, while Section VII discusses the algorithm.
Finally, Section VIII concludes the paper.

II. RELATED WORK

Serverless computing: Serverless computing [1] has gar-
nered substantial attention as a promising service-supporting
paradigm. In recent years, various containerized serverless
computing platforms have been proposed to achieve diverse
objectives, including better resource efficiency [22], reduced
provisioning costs [23], high-concurrency [7], decentralization
[24], and lightweight isolation [25]. To reduce the container
deployment time, Tang et al. [26] and Lou et al. [27] introduce
layer-aware container scheduling algorithms. In Serverless, the
container is recycled when the function execution is complete,
and the resources allocated to the container are released. This
appeals to the resource-limited edge servers. As a result, recent
studies extend serverless computing to the edge to support edge
services [28], [29], [30]. Despite the distinct advantages of
serverless computing, it faces the well-known issue of cold-
start, a concern overlooked by these works.

Cold-start problem: Considerable effort has been devoted
to addressing the cold-start problem. The cold-start problem
can be alleviated through container caching [12], [14], [31],
[32], but at the expense of memory consumption. Moreover,
Several scheduling strategies have been proposed to miti-
gate cold-start, including considering dependencies between
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TABLE I
MAIN NOTATIONS

Parameters Definition

T Set of time slots
S Set of servers
I Set of Zygotes
K Set of containers
λk
t Number of type-k function invocations

rk Memory consumption of type-k container
ri Memory consumption of type-i Zygote
Rs Memory capacity of server s
eks,t Number of type-k containers cached on server s
qis,t Number of type-i Zygotes cached on server s

Decisions Definition

uk
s,t Number of type-k invocations distributed to server s

vks,t Number of Zygotes used to create the type-k containers
on server s

wk
s,t Number of cached type-k containers recycled when mem-

ory is insufficient on server s
xk
s,t Number of type-k containers to be cached as the Zygotes

on server s
yks,t Number of type-k containers to be recycled on server s
zis,t Number of type-i Zygotes to be recycled on server s

functions [33], runtime provisioning [34], and warm container
selection [35]. To enhance memory efficiency, recent studies
propose serverless computing platforms empowered by Zygotes
[15], [16]. Oakes et al. [15] generalize Zygote provisioning and
construct SOCK, a streamlined container and package-aware
caching system. Li et al. [16] design resource-friendly Zygotes
and mitigate cold-start delay by caching as the Zygotes that
other functions can use. Moreover, Li et al. [36] investigate the
Zygote generation and pre-warming for fast function startup in
a limited resource edge cloud.

However, none of the existing studies investigate how to effi-
ciently schedule containers and Zygotes to jointly optimize the
memory cost and startup delay without prior knowledge of fu-
ture function invocation patterns. Given the resource limitations
of edge servers, appropriate container scheduling decisions are
required to ensure fast function startup and low memory cost.
To fill such a gap, this paper formulates a joint optimization
problem and proposes an OCS algorithm.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider the configuration of an edge cluster, which
comprises a set S =

{
1, · · · , |S|

}
of servers, each equipped

with a finite memory capacity denoted as Rs, where s ∈ S .
The system works in a discrete-time manner, where the time
span is denoted as T = {1, 2, · · · , |T |}. The duration of each
time slot t ∈ T is determined by the function invocation pattern,
ensuring that each function can be serviced within one slot
[14]. The notation K =

{
1, · · · , |K|

}
denotes the set of contain-

ers. Notably, each container corresponds uniquely to a specific
serverless function, rendering K suitable for representing the set
of serverless functions. Zygote [15], [16], a “parent container”

for certain containers, contains a bare basic container and pre-
import public packages shared among these “child containers”.
I =

{
1, · · · , |I|

}
is used to represent the set of Zygotes. We

divide the set of containers into disjoint subsets denoted as
Ki, such that K =

⋃
i∈I Ki. These containers share common

public packages within each subset Ki. Consequently, type-i
Zygote can serve as “parent containers” for the container in Ki

by importing private packages of that container to create the
corresponding container.

The number of type-k function invocations generated at t is
denoted as λk

t , where k ∈ K. These function invocations will
be distributed to the suitable servers, wherein the servers use
the corresponding container to host and execute the functions.
The notation uk

s,t denotes the number of type-k invocations
distributed to server s at t. In the distribution process, it is
essential to ensure that each function invocation is distributed
to one server:

∑

s∈S
uk
s,t = λk

t , ∀k,∀t. (1a)

The notations eks,t and qis,t are employed to represent the
number of type-k containers and the number of type-i Zygotes
cached on server s, respectively. Following the distribution, a
decision needs to be made on whether to start the respective
container to host and execute the function. For each distributed
type-k (where k ∈ Ki) invocation, multiple options are avail-
able, as follows: 1) Warm-start: Directly utilize a cached con-
tainer to host the function; 2) Help-start: Import the private
packages into the type-i Zygote to create a type-k container;
3) Cold-start: Start up a type-k container from scratch.

The notation vks,t signifies the number of Zygotes used to cre-
ate type-k containers on the server s. wk

s,t denotes the number of
cached type-k containers that are recycled to make room for cre-
ating new containers on the server s. Note that wk

s,t should not
exceed the number of unused cached containers. Furthermore,
it is essential to ensure that vks,t concerning two constraints: it
should not exceed the number of type-k invocations distributed
to server s and must not surpass the number of type-i Zygotes
cached on server s:

wk
s,t ≤max{0, eks,t − uk

s,t}, ∀k,∀s,∀t, (2a)

vks,t ≤ uk
s,t, ∀k,∀s,∀t, (2b)

∑

k∈Ki

vks,t ≤ qis,t, ∀i, ∀s,∀t. (2c)

Due to the constraints on the memory capacity of server s, it
should be guaranteed that the memory usage by both containers
and Zygotes on server s remains within the memory capacity:

∑

k∈K
rk
(
max

{
uk
s,t, e

k
s,t

}
− wk

s,t

)

+
∑

i∈I
ri
(
qis,t −

∑

k∈Ki

vks,t
)
≤Rs, ∀s,∀t. (3a)

Functions are executed within their designated containers
until completion. Following this, these containers enter an idle
state. For the idle containers, the system needs to make deci-
sions regarding caching the entire containers, caching as the
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Zygotes, and not caching (i.e., recycle containers). We introduce
the following variables to represent these decisions. xk

s,t signi-
fies the number of type-k containers to be cached as the Zygotes
on the server s. yks,t and zis,t denotes the number of type-k
containers and the number of type-i Zygotes to be recycled
on server s, respectively. Consequently, the number of type-k
containers cached on server s can be calculated as follows:

eks,t =max
{
uk
s,t−1, e

k
s,t−1

}
− xk

s,t−1 − yks,t−1 − wk
s,t−1,

(4a)

eks,t ≥ 0, ∀k,∀s,∀t. (4b)

The number of type-i Zygotes cached on server s can be
calculated by the following equation:

qis,t = qis,t−1 − zis,t−1 −
∑

k∈Ki

vks,t−1 +
∑

k∈Ki

xk
s,t−1, (5a)

qis,t ≥ 0, ∀i, ∀s,∀t. (5b)

B. Problem Formulation

Caching either the entire containers or the Zygotes incurs
memory cost, providing the advantage of mitigating container
startup delay for subsequent function invocations. For the
type-k container, caching will incur a significant memory con-
sumption denoted as rk. If a cached type-k container hosts a
subsequent type-k function invocation, the warm-start delay
is considered negligible [16]. In contrast, cache as the type-i
Zygote incurs a relatively lower memory consumption denoted
as ri due to the Zygote preserving only public packages. For a
subsequent type-k (type-k′, k, k′ ∈ Ki) function invocation, the
Zygote can import private packages to create the corresponding
type-k (type-k′) container to host this function, thus incurring
a help-start delay denoted as dk (dk′) [15]. The cold-start de-
lay for the type-k container startup from scratch is denoted
as ck. As discussed above, these parameters’ relationships are
0< ri < rk and ck > dk > 0.

Our research aims to optimize two categories of cost, which
play a substantial role in system performance: delay cost and
memory cost. Delay cost is proportional to the container startup
delay. The startup delay includes the help-start delay and the
cold-start delay. Thus, the startup delay at t can be quantified
using the following equation:

CD
t =

∑

s∈S

∑

k∈K
dkv

k
s,t+

∑

s∈S

∑

k∈K
ck max

{
uk
s,t − vks,t − eks,t, 0

}
.

(6a)

The memory cost is proportional to the product of mem-
ory consumption and duration, and it interprets the memory
resource price paid for reserving the containers and the Zygotes.
The memory cost at t can be expressed as the sum of the
memory consumption for all cached containers and Zygotes,
defined as follows:

CM
t =

∑

s∈S

∑

i∈I
riq

i
s,t +

∑

s∈S

∑

k∈K
rke

k
s,t. (7a)

We formulate an online joint optimization problem
that encompasses multiple decisions related to invocation

distribution, container startup, and container caching, indicated
by decision variables uk

s,t, v
k
s,t, w

k
s,t, x

k
s,t, y

k
s,t, zis,t. The

problem can be formally formulated with the following
integer program:

P: min
∑

t∈T

(
ηCD

t + CM
t

)
, (8a)

s.t. (1a), (2c), (2b), (2a), (3a), (4a), (4b), (5a), (5b), (8b)

uk
s,t, v

k
s,t, w

k
s,t, x

k
s,t, y

k
s,t, z

i
s,t ∈ N, ∀k,∀i, ∀s,∀t, (8c)

where the weight η plays a crucial role in achieving an equilib-
rium between the two cost categories.

C. Problem Analysis

To solve the problem, we aim to develop an online algorithm
with low computational complexity and provable performance
guarantees. However, this is challenging for several reasons.
Firstly, the online nature requires making decisions without
prior knowledge of future function usage patterns. Moreover,
complex decision variables and constraints hinder computa-
tional problem-solving. These aspects collectively contribute to
the complexity of the optimization problem.

To reduce complexity, the problem is required to be de-
composed. Decisions regarding invocation distribution and con-
tainer startup are based on the available containers in the current
time slot. In contrast, container caching decisions made in the
current time slot will determine the available containers in the
future. Thus, within a time slot, the problem is decomposed
into two subproblems: 1) Determining invocation distribution
and container startup based on the available container, and 2)
Determining container caching decisions. To efficiently solve
the first subproblem, a greedy-based subroutine is designed in
Section V-A.

In Section IV, the container caching subproblem is first sim-
plified by analyzing how a single container makes such deci-
sions without future information. Then, a randomized strategy is
assigned to each container. The randomized strategy determines
whether to cache the entire container, cache it as the Zygote, or
not cache it. These container-level decisions then constitute the
overall container caching decisions. Building upon the results
above, an online algorithm is proposed in Section V. This de-
composition approach effectively solves the optimization prob-
lem with low computational cost and guaranteed performance.
We prove the competitive ratio and computational complexity
in Section V-E.

IV. RANDOMIZED STRATEGY FOR A SINGLE CONTAINER

A. Observations and Insights

We first provide observations and insights about container
caching decisions for a single type-k (k ∈ Ki) container upon
it becomes idle, including whether to cache it, cache as the
Zygote, or not cache. From the container’s perspective, it re-
mains uncertain when the central controller distributes a func-
tion invocation for hosting. This process will incur an ongoing
memory cost, which is the time interval multiplied by memory
consumption. This analogies to the complex variant of a classic

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on February 16,2025 at 10:17:17 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: ONLINE CONTAINER SCHEDULING WITH FAST FUNCTION STARTUP 2751

Fig. 2. Illustration for the scenarios where the subsequent distributed invo-
cation corresponds to type-k and type-k′, respectively. t1k = ηdk/

(
rk − ri

)
,

t2k = η
(
ck − dk

)
/ri, and tk′ = η

(
ck′ − dk′

)
/ri as the horizontal coordi-

nates of the intersection points of these dashed lines.

ski rental problem [19], [20], [21]. In the ski rental problem, a
skier requires skiing for an unknown ski period. The skier must
opt for one of several options, each characterized by an initial
buying price (i.e., startup delay) and an ongoing cost related
to the rental price (i.e., memory consumption). Furthermore, a
more challenging aspect than the ski rental problem is that the
ski rental only provides one type of service while a Zygote can
serve any subsequent type-k′ (k′ ∈ Ki) function.

Fig. 2(a) and 2(b) show the cost of the subsequent distributed
invocation corresponds to type-k and type-k′, respectively. τ =
0 denotes the time for the container to become idle, and the
three distinct decisions are each associated with a particular
slope and intercept. Here, we assume that t1k < t2k. This usually
holds because the cold-start delay is much larger than the help-
start delay [15], [16]. In Fig. 2(b), we omit the cache choice
since it results in a memory consumption of rk, while the startup
delay remains ck′ . The black line shows the optimal choice if the
type of subsequent distributed invocation and its arrival time t
is known. However, the inherent online nature implies that the
type of subsequent distributed invocation and its arrival time
remain unknown.

To facilitate our analysis, we introduce the following con-
ception: A container designated as being in the “cache
state”, “zygote state”, and “not-cache state” signifies that it
is cached, cached as the Zygote, and recycled, respectively.
The profile [37] to a single container is denoted as P =[
P0

(
τ
)
, P1

(
τ
)
, P2

(
τ
)]

, where P0

(
τ
)
, P1

(
τ
)
, and P2

(
τ
)

cor-
responds to the probability that the container is in the “cache
state”, the “zygote state”, and the “not-cache state”, respec-
tively. For the profile, the following fundamental properties
need to be satisfied:

1) For any τ ≥ 0, there is Pn

(
τ
)
≥ 0, n= 0, 1, 2;

2) For any τ ≥ 0, it holds that
∑2

n=0 Pn

(
τ
)
= 1, in-

dicating that the container must be in one of the
defined states;

3) For any τ ≤ τ ′, it should hold that
∑m

n=0 Pn

(
τ
)
≥∑m

n=0 Pn

(
τ ′
)
. As the memory cost increases over time,

leading containers to increasingly favor transforming into
the state with low memory consumption.

In the following subsections, we derive the profile for scenar-
ios where the subsequent distributed invocation is type-k′ and

type-k, respectively. Then, we illustrate how to sample from the
profile to obtain the randomized strategy.

B. Profile for Subsequent Type-k′ Invocation

We begin by discussing the profile denoted as P k′
=[

P k′

0

(
τ
)
, P k′

1

(
τ
)
, P k′

2

(
τ
)]

in a straightforward scenario, where
the subsequent distributed invocation is type-k′, and k′ �=
k, k′ ∈ Ki. The arrival time remains uncertain. As analyzed in
Section IV-A, it is evident that “cache state” will not be chosen
(i.e., P k′

0

(
τ
)
= 0, ∀τ ≥ 0). By considering only the “zygote

state” and “not-cache state”, the problem can be simplified
into a 2-slope ski rental problem, where the buying price is
η
(
ck′ − dk′

)
, and the rental price is ri. Correspondingly, for

any arrival time t, the optimal cost for the 2-slope ski rental
problem is denoted as OPT

(
t
)
=min

{
rit, η

(
ck′ − dk′

)}
.3

Considering that P k′

0

(
τ
)
= 0 and the fundamental prop-

erty that
∑2

n=0 P
k′

n

(
τ
)
= 1, it follows that P k′

2

(
τ
)
= 1−

P k′

1

(
τ
)
. When the arrival time surpasses η

(
ck′ − dk′

)
/ri, not-

cache becomes the optimal choice. Consequently, for τ >
η
(
ck′ − dk′

)
/ri, we can ascertain that P k′

2

(
τ
)
= 1. Further-

more, we introduce p
(
τ
)
= d

dτ P
k′

2

(
τ
)
, which signifies the

probability of transform from the “zygote state” to the “not-
cache state” at τ . Similar to [38], [39], let q

(
t
)

denote the
probability density function of the arrival time t. We de-
fine the expected arrival time for the distributed type-k′ in-

vocation as μk′ =
∫ η

(
ck′−dk′

)
/ri

0 tq
(
t
)
dt+ qψψ, where qψ =∫ +∞

η(ck′−dk′ )/ri
q
(
t
)
dt and ψ =

∫ +∞
η
(
ck′−dk′

)
/ri

tq
(
t
)
/qψdt, and

t > η
(
ck′ − dk′

)
/ri with associated probability mass qψ . For

p
(
τ
)

and q
(
t
)
, it is essential to ensure that the following con-

straints are satisfied:
∫ η

(
ck′−dk′

)
/ri

0

p
(
τ
)
dτ = 1, (9a)

∫ η
(
ck′−dk′

)
/ri

0

q
(
t
)
dt+ qψ = 1. (9b)

The expected cost for the 2-slope ski rental problem aris-
ing from the profile within 0≤ t < η

(
ck′ − dk′

)
/ri can be ex-

pressed as:

E
[
C1

(
p
(
τ
)
, t
)]

=

∫ t

0

(
riτ + η

(
ck′ − dk′

))
p
(
τ
)
dτ

+

∫ η
(
ck′−dk′

)
/ri

t

ritp
(
τ
)
dτ. (10a)

And the expected cost when η
(
ck′ − dk′

)
/ri ≤ t can be ex-

pressed as:

E
[
C2

(
p
(
τ
)
, t
)]

=

∫ η
(
ck′−dk′

)
/ri

0

(
riτ + η

(
ck′ − dk′

))
p
(
τ
)
dτ. (11a)

3Notably, the optimal cost is reduced by a constant ηdk′ compared to the
original cost. This reduction does not impact our derivation.
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The ratio between the expected cost and the optimal cost
which can be expressed as follows:

J
(
p, q

)
=

∫ η
(
ck′−dk′

)
/ri

0

E
[
C1

(
p
(
τ
)
, t
)]

OPT
(
t
) q

(
t
)
dt

+ qψ
E
[
C2

(
p
(
τ
)
, t
)]

OPT
(
t
) (12a)

=

∫ η
(
ck′−dk′

)
/ri

0

E
[
C1

(
p
(
τ
)
, t
)]

rit
q
(
t
)
dt

+ qψ
E
[
C2

(
p
(
τ
)
, t
)]

η
(
ck′ − dk′

) . (12b)

The objective is to determine the profile based on p
(
τ
)

that
minimizes the ratio J(p, q). The optimization problem can be
obtained as follows:

min
p

max
q

J
(
p, q

)
,

s.t. (9a),(9b) , (13a)

μk′ =

∫ η
(
ck′−dk′

)
/ri

0

tq
(
t
)
dt+ qψψ. (13b)

To tackle this optimization problem, we establish its dual
problem for the maximization problem [40], which transforms
it into a linear program problem characterized by two equality
constraints. The Lagrangians related to the maximization prob-
lem are as follows:

L
(
q, λ1, λ2

)
= λ1 + λ2μk′

+

∫ η
(
ck′−dk′

)
/ri

0

(
E
[
C1

(
p
(
τ
)
, t
)]

rit
− λ1 − λ2t

)

q
(
t
)
dt

+ qψ

(
E
[
C2

(
p
(
τ
)
, t
)]

η
(
ck′ − dk′

) − λ1 − λ2ψ

)

, (14a)

where the Lagrange multiplier λ1 and λ2 are correspond to
the constraint (9b) and constraint (13b), respectively. The dual
function g

(
λ1, λ2

)
= supqL

(
q, λ1, λ2

)
. Therefore, the dual

problem becomes:

min
λ1,λ2

λ1 + λ2μk′ , (15a)

s.t.
E
[
C1

(
p
(
τ
)
, t
)]

rit
− λ1 − λ2t= 0,

0≤ t < η
(
ck′ − dk′

)
/ri, (15b)

E
[
C2

(
p
(
τ
)
, t
)]

η
(
ck′ − dk′

) − λ1 − λ2ψ = 0, (15c)

λ1, λ2 ≥ 0. (15d)

Since the constraint (15b) is valid for all 0≤ t < η
(
ck′ −

dk′
)
/ri, we can perform a double differentiation with respect

to t and replace t with τ to obtain:

d

dτ
p
(
τ
)
=

ri

η
(
ck′ − dk′

)
(
p
(
τ
)
+ 2λ2

)
. (16a)

This is a first-order ordinary differential equation, the solu-
tion of which is:

p
(
τ
)
= ρeriτ/η

(
ck′−dk′

)
− 2λ2, (17a)

Upon introducing constraint (9a), we can derive ρ=
(
ri +

2λ2η
(
ck′ − dk′

))
/η

(
ck′ − dk′

)(
e− 1

)
. Consequently, the re-

maining undetermined parameter in p
(
τ
)

is λ2. To satisfy the
fundamental property, there is λ2 ≤ ri/2η

(
ck′ − dk′

)(
e− 2

)
.

By further substituting p
(
τ
)

into constraints (15b) and (15c),
we can obtain the following equivalent dual problem:

min
λ1,λ2

λ1 + λ2μk′ , (18a)

s.t.
2η

(
ck′ − dk′

)(
2− e

)

ri
(
e− 1

) λ2 +
e

e− 1
= λ1, (18b)

(η
(
ck′ − dk′

)(
3− e

)

ri
(
e− 1

) − ψ
)
λ2 +

e

e− 1
= λ1, (18c)

0≤ λ1, 0≤ λ2 ≤
ri

2η
(
ck′ − dk′

)(
e− 2

) , (18d)

where constraints (18b) and (18c) are equivalent to constraints
(15b) and (15c), respectively. It is known that the solution to
the linear programming problem forms a convex polyhedron,
where each basic feasible solution corresponds to a vertex of
this polyhedron and vice versa [40]. Therefore, the solutions
are as follows:

1) λ1 = e/
(
e− 1

)
, λ2 = 0

2) λ1 = 1, λ2 = ri/2η
(
ck′ − dk′

)(
e− 2

)

The values of the objective function based on these solu-
tions are e/

(
e− 1

)
and 1 + μk′ri/2η

(
ck′ − dk′

)(
e− 2

)
, re-

spectively. It is noteworthy that when μk′ ≤ 2η
(
ck′ − dk′

)(
e−

2
)
/ri

(
e− 1

)
, the latter value of the objective function is

smaller than the former. Hence, for 0≤ τ ≤ η
(
ck′ − dk′

)
/ri,

p
(
τ
)

can be derived by substituting λ2 into (17a) as follows:

p
(
τ
)
=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ri

η
(
ck′ − dk′

)(
e− 2

)
(
eriτ/η

(
ck′−dk′

)
− 1

)
,

μk′ ≤ 2η
(
ck′ − dk′

)(
e− 2

)
/ri

(
e− 1

)

ri

η
(
ck′ − dk′

)(
e− 1

)eriτ/η
(
ck′−dk′

)
,

μk′ > 2η
(
ck′ − dk′

)(
e− 2

)
/ri

(
e− 1

)
.
(19a)

When μk′ ≤ 2η
(
ck′ − dk′

)(
e− 2

)
/ri

(
e− 1

)
, P k′

2

(
τ
)

is ob-
tained by integrating p

(
τ
)

as follows:

P k′

2

(
τ
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

eriτ/η
(
ck′−dk′

)
− riτ/η

(
ck′ − dk′

)
− 1

e− 2
,

0≤ τ < η
(
ck′ − dk′

)
/ri

1, η
(
ck′ − dk′

)
/ri ≤ τ.

(20a)
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Similarly, when μk′ > 2η
(
ck′ − dk′

)(
e− 2

)
/ri

(
e− 1

)
,

P k′

2

(
τ
)

is obtained as follows:

P k′

2

(
τ
)
=

⎧
⎪⎨

⎪⎩

eriτ/η
(
ck′−dk′

)
− 1

e− 1
, 0≤ τ < η

(
ck′ − dk′

)
/ri

1, η
(
ck′ − dk′

)
/ri ≤ τ.

(21a)

For different μk′ , we can compute P k′

2

(
τ
)

based on (20a)
or (21a). μk′ is determined by the service instance and will be
expounded in the next section. The primary distinction between
(20a) and (21a) lies in that (20a) prefers to persist in a high
memory consumption (low startup delay) state. The smaller
μk′ means that the arrival time will be faster. Consequently,
the profile (20a) is more suitable for scenarios where μk′ is
smaller. Combined with P k′

0

(
τ
)
= 0 and P k′

2

(
τ
)
= 1− P k′

1

(
τ
)

analyzed previously, we obtain a profile P k′
.

C. Profile for Subsequent Type-k Invocation

The profile P k =
[
P k
0

(
τ
)
, P k

1

(
τ
)
, P k

2

(
τ
)]

is explored in a
more complex scenario in this subsection, where the subsequent
distributed invocation is type-k, and k ∈ Ki, yet its arrival time
remains uncertain. As analyzed in Section IV-A, this is analog to
a 3-slope ski rental problem. We simplify it into two separate 2-
slope ski rental problems. In the first, the rental price is denoted
as rk − ri with a buying price of ηdk, while in the second,
the rental price is represented as ri with a buying price of
η
(
ck − dk

)
. With this simplification, the profile P k can be

derived based on the results presented in Section IV-B.
For the first 2-slope ski rental problem, the corresponding

p
(
τ
)

represents the probability of leaving the “cache state”.
Hence, the integral over p

(
τ
)

in this situation is P k
1

(
τ
)
+

P k
2

(
τ
)
. For the second 2-slope ski rental problem, the corre-

sponding p
(
τ
)

indicates the probability of entering the “not-
cache state”. Hence, the integral over p

(
τ
)

in this situation is
P k
2

(
τ
)
. When μk ≤ 2ηdk

(
e− 2

)
/
(
rk − ri

)(
e− 1

)
, the profile

is obtained by substituting the parameters (rental price and
buying price) into (20a) as follows:

P k
1

(
τ
)
+ P k

2

(
τ
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

e

(
rk−ri

)
τ/ηdk −

(
rk − ri

)
τ/ηdk − 1

e− 2
,

0≤ τ < ηdk/
(
rk − ri

)

1, ηdk/
(
rk − ri

)
≤ τ

(22a)

P k
2

(
τ
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

eriτ/η
(
ck−dk

)
− riτ/η

(
ck − dk

)
− 1

e− 2
,

0≤ τ < η
(
ck − dk

)
/ri

1, η
(
ck − dk

)
/ri ≤ τ

(22b)

When 2ηdk
(
e− 2

)
/
(
rk − ri

)(
e− 1

)
< μk ≤ 2η

(
ck − dk

)
(
e− 2

)
/ri

(
e− 1

)
, we obtain the profile by substituting the

parameters into (21a) and (20a), respectively:

P k
1

(
τ
)
+ P k

2

(
τ
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

e

(
rk−ri

)
τ/ηdk − 1

e− 1
,

0≤ τ < ηdk/
(
rk − ri

)

1, ηdk/
(
rk − ri

)
≤ τ

(23a)

P k
2

(
τ
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

eriτ/η
(
ck−dk

)
− riτ/η

(
ck − dk

)
− 1

e− 2
,

0≤ τ < η
(
ck − dk

)
/ri

1, η
(
ck − dk

)
/ri ≤ τ

(23b)

When 2η
(
ck − dk

)(
e− 2

)
/ri

(
e− 1

)
< μk, the profile is

obtained by substituting the parameters into (21a) as follows:

P k
1

(
τ
)
+ P k

2

(
τ
)
=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

e

(
rk−ri

)
τ/ηdk − 1

e− 1
,

0≤ τ < ηdk/
(
rk − ri

)

1, ηdk/
(
rk − ri

)
≤ τ

(24a)

P k
2

(
τ
)
=

⎧
⎪⎨

⎪⎩

eriτ/η
(
ck−dk

)
− 1

e− 1
, 0≤ τ < η

(
ck − dk

)
/ri

1, η
(
ck − dk

)
/ri ≤ τ

(24b)

According to the fundamental properties, we can induce
P k
0

(
τ
)
= 1− P k

1

(
τ
)
− P k

2

(
τ
)
. Consequently, the profile P k

can be derived based on the results above.

D. Profile and Randomized Strategy

Drawing upon the results in Sections IV-B and IV-C, the
profile for a single type-k container can be obtained as:

P = wkP
k + wk′P k′

, (25a)

where wk and wk′ are adjustable parameters and wk + wk′ = 1.
The larger the wk′ , the more likely the container will be cached
as a Zygote. As illustrated in the following section, we use these
parameters to adjust the profile (thus adjusting the randomized
strategy) based on the number of unused cached containers and
the containers that have experienced cold-start. Furthermore,
the profile satisfies the fundamental properties illustrated in
Section IV-A.

Next, we illustrate how to obtain the randomized strategy
based on the profile. The constant ξ is sampled from uniform
distribution U

[
0, 1

]
, and then we set tzygote =

{
�min

{
τ
}
�|ξ ≤∑2

n=1 Pn

(
τ
)}

, trecycle =
{
�min

{
τ
}
�|ξ ≤

∑2
n=2 Pn

(
τ
)}

. As
shown in Fig. 3(a), if the container becomes idle at t, the ran-
domized strategy is as follows: 1) Caching the entire container
at t, 2) Caching it as the Zygote at t+ tzygote, 3) Recycling
it at t+ trecycle. As the profile satisfies that trecycle ≥ tzygote,
it guarantees the strategy’s correctness. It is noteworthy that
if tzygote = trecycle or trecycle = 0, the container is recycled
directly.
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Fig. 3. The circle signifies that the container is started up to host and execute
the function, while bars of various colors denote the container’s different
states. (a) The randomized strategy is to cache the container first, caching
it as the Zygote at t+ tzygote, and finally recycling it at t+ trecycle.
(b) When a container is employed to host a function, its ongoing service
instance ends. When the container becomes idle, a new service instance
begins. (c) An example illustration, with details provided in Section V-D.

Algorithm 1 Online Container Scheduling (OCS)

Input: t, λk
t , ∀k

Output: uk
s,t, v

k
s,t, w

k
s,t, x

k
s,t, y

k
s,t, z

i
s,t, ∀k, i, s

1: Initialize uk
s,t, v

k
s,t, w

k
s,t, x

k
s,t, y

k
s,t, z

i
s,t = 0, ∀k, i, s

2: Update eks,t and qis,t by Eq. (4a) and Eq. (5a), respectively
3:

(
uk
s,t, v

k
s,t, w

k
s,t

)
= IDCS

(
λk
t , e

k
s,t, q

i
s,t, u

k
s,t, v

k
s,t, w

k
s,t

)

4: For ∀k ∈ K, update αk,t and βk,t

5: while |F|<
∑

k∈K λk
t do

6: Once execution is complete, add the container to F
7: for f ∈ F do
8: Invoke RS

(
f,H, αk,t, βk,t

)

9: Update F = F −
{
f
}

, H=H+
{
f
}

10: for h ∈H do
11: Update

(
xk
s,t, y

k
s,t, z

i
s,t

)
= TS

(
h, xk

s,t, y
k
s,t, z

i
s,t

)

V. ONLINE ALGORITHM

Based on the randomized strategy for a single container, an
OCS algorithm characterized by low computational complexity
and a provable competitive ratio is proposed in Algorithm 1.
As discussed in Section III-C, the main idea of the OCS is
to decompose the problem into two subproblems and solve
them one by one: 1) Determining invocation distribution and
container startup decisions; 2) Determining container caching
decisions. For the first subproblem, the subroutine Invocation
Distribution and Container Startup (IDCS) is invoked to solve
it in line 3. IDCS is a greedy-based subroutine. Its details will
be explained in Section V-A.

For the second subproblem, we solve it by merging container-
level decisions in lines 4 to 11. In line 4, note αk as the count
of unused cached containers and βk as the count of contain-
ers that have experienced cold-start. In line 8, the subroutine

Randomized Strategy (RS) is invoked to assign a randomized
strategy to the container within F . αk and βk are used to
determine the adjustable parameters of the profile, thus ad-
justing the randomized strategy. Subsequently, the subroutine
Transform State (TS) decides the container caching based on the
container’s randomized strategy in line 11. For each container,
TS is invoked one by one to update xk

s,t, y
k
s,t, z

i
s,t. The details

of RS and TS are given in Sections V-B and V-C, respectively.
Finally, the OCS’s computational complexity and competitive
ratio are proved in Section V-E.

A. Invocation Distribution and Container Startup

The main idea of IDCS is to distribute invocations and start
up the containers greedily, i.e., with the lowest startup delay
based on available cached containers and Zygotes. In lines 2 to
4, the invocations are distributed, and the cached containers are
employed to host functions. Subsequently, in lines 5 to 13, IDCS
employs Zygotes to create the corresponding containers for
hosting functions. Finally, in lines 14 to 22, the corresponding
containers are started up from scratch to host the remaining
undistributed invocations.

In lines 3, 7, 12, 16, and 21, IDCS ensures that constraints
(1a), (2a), (2b), (2c), and (3a) are not violated, respectively. R′

s

is the remaining memory space. qi,ks,t and qi,k
′

s,t denote the number
of type-i Zygotes transformed by type-k and type-k′ containers,
respectively. To prevent the Zygotes from being preempted, the
Zygotes (transformed by the type-k containers) are prioritized
for creating type-k containers, followed by other types. If insuf-
ficient memory space and undistributed invocations exist (lines
18 to 22), the unused cached containers must be recycled to
make room for startup containers.

To estimate the expected arrival time for the subsequent
invocation (i.e., μk), we define the service instance as shown
in Fig. 3(b). When a container is employed to host a function,
its ongoing service instance ends. Besides, when the container
becomes idle, a new service instance begins. If a container is
started from scratch, it either ends the service instance of the
recycled containers or initiates entirely new service instances.
Consequently, the time interval between the beginning and end
of a service instance is used to estimate the arrival time. As
shown in line 9 of the Algorithm 1, H is the set of the ongoing
service instances. Moreover, the priority of the containers is
essential since the containers are shared across all functions of
the same type. Priorities are assigned according to the beginning
time of their service instances. The earlier the beginning time,
the higher the priority.

B. Randomized Strategy

The subroutine RS is responsible for assigning randomized
strategy to a container. The main idea of RS is to compute the
profile P (lines 2 to 22) and subsequently sample a randomized
strategy based on the profile P (lines 23 to 25). To compute
the profile P , the parameters μk, μk′ , wk, and wk′ need to be
determined. As shown in lines 2 to 5, μk is set as the time inter-
val between the service instance’s beginning and ending time.
Note that in line 6, we reset the beginning time of the service
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IDCS: Invocation Distribution and Container Startup

Input: λkt , e
k
s,t, q

i
s,t, u

k
s,t, v

k
s,t, w

k
s,t, ∀k, i, s

Output: uks,t, v
k
s,t, w

k
s,t, ∀k, s

1: Sort all k ∈ K by ck − dk in descending order
2: for

(
k, s

)
∈ K × S do

3: if λkt −
∑

s∈S uks,t > 0 then
4: Update uks,t = uks,t +min

{
λkt −

∑
s∈S uks,t, e

k
s,t

}

5: for
(
k, s

)
∈ K × S do

6: if λkt −
∑

s∈S uks,t > 0 ∧ k ∈ Ki then
7: Set ϕ=min

{
λkt −

∑
s∈S uks,t, q

i,k
s,t , �R′

s/
(
rk −

ri
)
�
}

, qi,ks,t = qi,ks,t − ϕ

8: Update uks,t = uks,t + ϕ, vks,t = vks,t + ϕ

9: for
(
k, s

)
∈ K × S do

10: if λkt −
∑

s∈S uks,t > 0 ∧ k ∈ Ki then
11: for k′ ∈ Ki do
12: Set ϕ=min

{
λkt −

∑
s∈S uks,t, q

i,k′

s,t , �R′
s/
(
rk −

ri
)
�
}

, qi,k
′

s,t = qi,k
′

s,t − ϕ

13: Update uks,t = uks,t + ϕ, vks,t = vks,t + ϕ

14: for
(
k, s

)
∈ K × S do

15: if λkt −
∑

s∈S uks,t > 0 then
16: Set ϕ=min

{
λkt −

∑
s∈S uks,t, �R′

s/rk�
}

17: Update uks,t = uks,t + ϕ

18: for
(
k, s

)
∈ K × S do

19: if λkt −
∑

s∈S uks,t > 0 ∧ k ∈ Ki then
20: for k′ ∈ Ki do
21: Set ϕ=min

{
λkt −

∑
s∈S uks,t,max{0, ek

′
s,t

−uk
′

s,t − wk′
s,t}, �rk′ max{0, ek

′
s,t − uk

′
s,t − wk′

s,t}/rk�
}

22: Update uks,t = uks,t + ϕ, wk′
s,t = wk′

s,t + ϕ

instance, which means that a new service instance begins. In
line 8, μk′ is the interval between the earliest unused type-k
cached container’s service instance beginning and the current
time.

To determine parameters wk and wk′ , we first search for the
container’s type with the highest count of undergoing cold-start
in line 6. If the type-k′ containers experience a cold start due to
the failure of timely caching the type-k containers as the Zygote
in the previous time slot (line 7), we correct the probability of
caching as the Zygote by adjusting the parameter wk′ . A larger
wk′ implies a greater likelihood to cache as the Zygote. In line 8,
The parameter wk′ is associated with the proportion of contain-
ers that experienced cold-start. Otherwise, no surplus unused
cached containers are available, or no containers undergo cold-
start. In such cases (line 15), wk is directl yset as one.

Based on the parameters, P is Computed in line 22. Finally,
in lines 23 to 25, we sample from a uniform distribution U

[
0, 1

]

to generate the constant ξ, which determines the container’s
randomized strategy (as discussed in Section IV-D).

C. Transform State

The subroutine TS executes state transform based on the
container’s randomized strategy and updates corresponding
decision variables. Lines 2 to 6 and 7 to 9 represent decisions

RS: Randomized Strategy
Input: f,H, αk,t, βk,t, ∀k
Output: tfzygote, t

f
recycle

1: Set k = Type(f), i= Type(k ∈ Ki)

2: if The service instance of f ends then
3: Set μk = t− tfbegin, update H=H−

{
f
}

4: else
5: Set μk = 0

6: Set βk′ =maxk∈Ki

{
βk

}
, tfbegin = t

7: if αk > 0 ∧ βk′ > 0 then
8: Set wk′ =min

{
1,
∑

k∈Ki
βk/

∑
k∈Ki

αk

}
,

wk = 1− wk′ , μk′ = t−min
{
tbegin

}

9: Set αk = αk − 1, βk′ = βk′ − 1

10: if μk′ ≤ 2η
(
ck′ − dk′

)(
e− 2

)
/ri

(
e− 1

)
then

11: Compute P k′
by Eq. (20a)

12: else
13: Compute P k′

by Eq. (21a)

14: else
15: Set wk′ = 0, wk = 1

16: if μk ≤ 2ηdk
(
e− 2

)
/
(
rk − ri

)(
e− 1

)
then

17: Compute P k by Eq. (22a)
18: else if 2ηdk

(
e− 2

)
/
(
rk − ri

)(
e− 1

)
< μk ≤ 2η

(
ck −

dk
)(
e− 2

)
/ri

(
e− 1

)
then

19: Compute P k by Eq. (23a)
20: else
21: Compute P k by Eq. (24a)

22: Compute the profile P by Eq. (25a)
23: Set ξ = Sample

(
U
[
0, 1

])

24: Set tfzygote =
{
�min

{
τ
}
�|ξ ≤

∑2
n=1 Pn

(
τ
)}

25: Set tfrecycle =
{
�min

{
τ
}
�|ξ ≤

∑2
n=2 Pn

(
τ
)}

TS: Transform State
Input: h, xk

s,t, y
k
s,t, z

i
s,t, ∀k, i, s

Output: xk
s,t, y

k
s,t, z

i
s,t, ∀k, i, s

1: Set k = Type(h), i= Type(k ∈ Ki)
2: if The current state is “cache state” then
3: if tpbegin + tprecycle ≤ t then
4: Transform to “not-cache state”, update yks,t =

yks,t + 1
5: else if tpbegin + tpzygote ≤ t < tpbegin + tprecycle then
6: Transform to “zygote state”, update xk

s,t = xk
s,t + 1

7: else if The current state is “zygote state” then
8: if tpbegin + tprecycle ≤ t then
9: Transform to “not-cache state”, update zis,t =

zis,t + 1

when the container is currently in a “cache state” and “zygote
state”, respectively. Lines 3 to 4 signify that the container has
surpassed its recycling time, necessitating recycling the con-
tainer. Lines 5 to 6 represent the decision that cache as the
Zygote, and the relevant decision variables are updated. Lines 8
to 9 indicate that the Zygote’s recycling time has been exceeded.
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Then, the Zygote is recycled. Other cases indicate no timeout
or the container has been recycled. Thus, no action is needed.
Notably, as long as the ongoing service instance of the container
does not end, it performs state transformation based on the
randomized strategy assigned at the beginning of the service
instance.

D. Example Illustration

As shown in Fig. 3(c), we provide an example of how the
OCS performs scheduling. At t1, three containers become idle.
The OCS determines caching decisions for each container in
each time slot based on the randomized strategy. Furthermore,
there are different function invocation arrivals at t2, t3, and t4,
respectively. OCS employs the available containers and Zygotes
to host the function. For instance, at t3, the available contain-
ers include one container and two Zygotes. OCS imports the
private packages into the two available Zygotes to host the two
functions.

E. Algorithm Analysis

This subsection analyzes the OCS’s computational complex-
ity and competitive ratio.

Theorem 1: The computational complexity of the OCS is
O
(
|K|2|S|

)
.

Proof: The OCS’s computational complexity analysis can
be decomposed into two primary constituents. Firstly, OCS
invokes IDCS. In a worst-case scenario, IDCS will undergo
nesting and traverse the sets K and S . Consequently, the
worst-case computational complexity of IDCS is denoted as
O
(
|K|2|S|

)
. Additionally, RS and TS are characterized by a

constant computational complexity of O
(
1
)
. OCS invokes RS

once up to |λ| times, where |λ| denotes the total number of the
serverless function invocations. Similarly, the subroutine TS is
invoked up to |λ| times. Consequently, when considering all
components, the worst-case time complexity can be expressed
as O

(
max

{
|K|2|S|, |λ|

})
. Given that |λ| is essentially a con-

stant, OCS’s computational complexity can be represented as
O
(
|K|2|S|

)
. �

Theorem 2: The proposed OCS is c-competitive, where
c = maxk∈K

{[
ck + maxk,k′∈Ki

{
rk′�ηdk′/

(
rk′ − ri

)
� +

ri
(
�η
(
ck′ − dk′

)
/ri� − �ηdk′/

(
rk′ − ri

)
�
)}]

/rk
}

.
Proof: The overall cost of the OCS can be decomposed

into the sum of the costs associated with hosting functions,
along with the additional memory cost denoted as 
 stemming
from unserved functions. The relationship between the overall
cost incurred by the OCS and the offline optimal cost can be
expressed as follows:

COST≤ c ·OPT+
. (26a)

This decomposition allows us to establish an upper bound c
for the cost of hosting a function. Based on this upper bound,
the OCS’s competitive ratio is derived. First, for the type-
k function (k ∈ Ki), we can establish a lower bound on the
optimal cost required to host it, which can be expressed as
OPTk =min

{
rkt, rit+ ηdk, ηck

}
≥ rk.

Then, we need to account for the upper bound on the OCS’s
cost to host the type-k function. Due to memory constraints, a
container might be unable to start on a particular server. The
worst-case scenario unfolds when the system can only distribute
the invocation to a server with adequate memory and end the
service instance of the container in a “not-cache state”, followed
by a cold-start delay. Hence, the upper bound on the cost of
serving type-k function can be bounded by COSTk ≤ ck +
maxk′∈Ki

{
rk′�ηdk′/

(
rk′ − ri

)
� + ri

(
�η
(
ck′ − dk′

)
/ri� −

�ηdk′/
(
rk′ − ri

)
�
)}

. Consequently, the maximum cost ratio
is c=maxk∈K

{[
ck +maxk,k′∈Ki

{
rk′�ηdk′/

(
rk′ − ri

)
�+

ri
(
�η
(
ck′ − dk′

)
/ri� − �ηdk′/

(
rk′ − ri

)
�
)}]

/rk
}

.
Finally, in the worst case, all the memory resources

of the edge cluster are occupied up to the duration
maxk∈K

{
�η
(
ck − dk

)
/ri�

}
, so the additional memory cost

is 
 =maxk∈K
{
�η
(
ck − dk

)
/ri�

}∑
s∈S Rs. Consequently,

the competitive ratio for the OCS is derived as c. �

VI. EVALUATION

In this section, the performance of the OCS is validated with
trace-driven simulations based on real-world datasets.

A. Experiment Setups

Simulation environments: In the experiment, we consider
an edge cluster consisting of 10 servers, and the memory capac-
ity of each server is set as [32, 64] GB. 200 packages are used to
build 100 serverless functions. These serverless functions share
30 Zygotes. The bare basic container requires 15MB memory
[36]. The container sizes are [25, 50] MB. The corresponding
Zygote sizes are [20, 35] MB. The cold-start delay of the con-
tainer is set as [1.2, 3.7] second, and the help-start delay of the
container is set as [0.1, 0.8] second.

Dataset selection: The Microsoft Azure datasets [31] are
used, which contain the invocations of functions on Microsoft
Azure. We randomly select the trace of 400 functions from
the Microsoft Azure datasets to generate traces 1 to 4, which
represent the various scenarios of the invocation patterns.

Performance metrics: The performance metrics in the eval-
uation are as follows.

• Overall Cost: The objective function value.
• Memory Cost: The memory cost for reserving the idle

containers and the Zygotes.
• Average Delay: The average startup delay per container.
Baseline algorithms: The state-of-the-art solutions are em-

ployed as the following baseline algorithms.
• Identifying Idle Container (IIC) [16]: This algorithm iden-

tifies 95%-idle of the function invocation interval as a
threshold to cache these idle containers as the Zygotes.

• Fixed Caching Interval (FCI) [41]: This algorithm caches
the idle containers for a fixed time. Here, we cache each
idle container for one slot, followed by caching it as the
Zygote for one slot.

• Delay Greedy (DG): This algorithm is a greedy histogram-
based strategy to minimize startup delay as much as pos-
sible. DG sets the maximal interval as a threshold to the
cache container.
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Fig. 4. Overall cost in different function invocation patterns.

Fig. 5. Memory consumption and container startup.

Fig. 6. Overall cost in different weights.

Fig. 7. Memory cost and average delay.

• Classic Ski Rental (CSR): This algorithm uses the solution
of the classic ski-rental problem. The type-k container is
cached as the Zygote after �ηdk/

(
rk − ri

)
� time slots and

recycled after �η
(
ck − dk

)
/ri� time slots.

B. Experiment Results

Overall cost in different function invocation patterns: To
illustrate the performance of the OCS in the scenario of various
function invocation patterns, as shown in Fig. 4, we compare
the overall cost of the OCS with the baseline algorithms at
four traces. It can be seen that the overall cost of the OCS
outperforms the baseline algorithms in all cases. Furthermore,
compared to the widely used IIC and FCI, OCS demonstrates
an improvement in the performance of approximately 32% and
15%, respectively. To illustrate this, we document the memory
usage along with the percentage of containers experiencing
warm-start, help-start, and cold-start, as shown in Fig. 5. OCS
consumes relatively little memory, while only about 7% of
the containers undergo cold-start. Although DG, IIC, and FCI
make most containers undergo warm-start, they incur substan-
tial memory costs to reserve the idle containers and Zygotes,
consequently increasing the overall cost. In contrast, OCS
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Fig. 8. Average delay under equivalent memory cost.

Fig. 9. Memory cost under equivalent average delay.

preferred to cache as Zygotes to reduce overall cost, benefiting
from the Zygotes’ memory efficiency and “parent container”
attributes. These results show that the OCS excels without prior
knowledge of future function invocation patterns. Thus, various
workload fluctuations can be handled efficiently.

Impact of different weight: The weight η defined in Eq.
(8a) is set from 70 to 150 to evaluate the overall cost with four
traces. From Fig. 6, we can observe that the different weights
significantly affect the overall cost. IIC, FCI, and DG make
decisions based on fixed strategy, lacking the ability to adapt
to weight changes and resulting in a degradation of the overall
performance. While the CSR can perceive weight changes, it
cannot adjust decisions when experiencing cold starts. OCS
dynamically adapts its decisions based on the count of unused
cached containers and the frequency of containers experiencing
cold starts, enabling it to outperform baseline algorithms across
all weight configurations. The outcomes obtained across vary-
ing weights prove the effectiveness of the OCS.

Memory cost and average delay: Fig. 7 shows the impact
of weights on the algorithm’s memory cost and average delay.
It can be seen that as the weight increases, both the OCS and
the CSR consume more memory cost (in Fig. 7(a)) to obtain
lower startup delay (in Fig. 7(b)). The other baseline algorithms
cannot make adaptive decisions based on the weight changes.
For the widely used IIC and FCI, it is observed that IIC incurs
a substantial memory cost, while FCI suffers from excessive
startup latency. Consequently, both IIC and FCI exhibit higher
overall costs than OCS. These results show that the OCS op-
timizes overall cost by incurring a relatively modest memory
cost while achieving a low average delay.

To evaluate the average delay under equivalent memory cost,
we change the weights to ensure the OCS incurs an equivalent
memory cost to the baseline algorithms. From Fig. 8(a)–8(d),
OCS can reduce up to 23% of the average delay against the
baseline algorithms. To further assess the memory cost under
an equivalent average delay, weights are adjusted to ensure
the OCS incurs an equivalent average delay to the baseline
algorithms. From Fig. 9(a)–9(d), we can observe that com-
pared to the baseline algorithms, OCS can reduce up to 15%
of the memory cost. These results demonstrate that the OCS
significantly enhances resource efficiency in edge servers with
constrained resources.

Execution time: As shown in Table II, we evaluate the execu-
tion time on different devices and with different problem sizes
to prove the low computational complexity of the OCS. The
execution time required by the OCS and the baseline algorithms
is close, indicating that the OCS does not bring unacceptable
execution costs. By decomposing the problem, OCS reduces
complexity and solves it effectively.

VII. DISCUSSION

Competitive ratio: Through theoretical analysis and exper-
imental evaluation, it can be demonstrated that OCS is both
efficient and has low computational complexity. Theorem 2
quantitatively assesses the algorithm’s effectiveness. This as-
sessment is valuable for designing practical containers, as it
allows us to adjust the container’s parameters to reduce the
competitive ratio. For example, lowering ck results in a decrease
in c, suggesting that improving the theoretical performance of
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TABLE II
EXECUTION TIME FOR ALGORITHMS ON DIFFERENT DEVICES

Algorithm OCS IIC FCI DG CSR
Apple M2 27ms 21ms 27ms 20ms 22ms

Intel Xeon Silver 4210 51ms 209ms 51ms 210ms 40ms
Intel i9 14900KF 27ms 104ms 27ms 104ms 22ms
Intel i9 10900K 29ms 136ms 30ms 136ms 23ms

AMD EPYC 7742 42ms 126ms 41ms 126ms 33ms

|K|= 50, |S|= 5 5ms 4ms 5ms 5ms 4ms
|K|= 100, |S|= 5 18ms 13ms 18ms 13ms 14ms
|K|= 100, |S|= 20 46ms 38ms 47ms 37ms 40ms

the OCS can be achieved by minimizing the cold-start delay
of containers during their design phase. Overall, Theorem 2
establishes the worst-case bound of the OCS and highlights the
performance guarantees of the OCS.

Scalability and robustness: For alternative hardware re-
source constraints, such as CPU resources, OCS shows adapt-
ability by incorporating CPU costs into its objective function
and adjusting the container’s randomized strategy. Similar to the
handling of constraint (3a), OCS only needs to ensure sufficient
CPU resources when distributing function invocations. This
illustrates OCS’s high scalability in managing different resource
constraints. Additionally, OCS guarantees performance theo-
retically without prior knowledge of future function invocation
patterns. The experimental results in Fig. 4 further demonstrate
OCS’s robustness, as it effectively handles various workload
fluctuations.

VIII. CONCLUSION

This paper investigated the online container scheduling prob-
lem with fast function startup and low memory cost in edge
computing. We formulated an online joint optimization prob-
lem. An OCS algorithm was proposed to solve the problem.
A rigorous analysis was conducted to prove the OCS’s com-
putational complexity and competitive ratio. Furthermore, are
conducted using the real-world dataset. The experimental re-
sults illustrated the superior performance of the OCS, which
can reduce up to 23% of the average startup delay and up
to 15% of the memory cost. Future work will consider using
the Markov decision process to model the decision-making of
container caching problems further and deploy the algorithms
in the Kubernetes system.
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